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Abstract

3D point clouds are being increasingly used in the field of computer vision and
many applications involve the processing of partially overlapping point clouds.
However, little attention has been paid to the property of partial overlap. In this
paper, we propose the concept of co-segmentation of the overlapping region of two
3D point clouds and develop a deep neural network to solve this problem. The
proposed network utilizes co-attention mechanism to aggregate information from
the paring point clouds so as to find the overlapping region. The co-segmentation
of overlapping region can be regarded as a preprocessing step in practical 3D point
cloud processing pipelines so that downstream tasks can be better accomplished.
We build a dataset of partially overlapping 3D point clouds from ModelNet40 and
ShapeNet, which are two widely used 3D point cloud datasets, and the overlapping
region can be obtained automatically without manual labelling. We also utilize
the real 3D point cloud datasets, 3DMatch and ScanNet, in which the overlapping
region can be obtained from the relative pose between point clouds provided in the
datasets. We evaluate the performance of the proposed method on co-segmentation
of overlapping region on these datasets and its effectiveness in improving one
downstream task, 3D point cloud registration, which is very sensitive to partial
overlapping

1 Introduction

3D point cloud is a common data structure to model 3D objects and is being increasingly used in
computer vision, such as for 3D registration[1, 2, 3], 3D model reconstruction[4, 5] and 3D object
detection[6, 7].Many applications involve processing partially overlapping point clouds, such as
point clouds obtained by the lidar of an autonomous driving system or a SLAM system, and partially
visible point clouds in 3D model reconstruction. However, existing deep learning methods for point
cloud processing do not fully consider the characteristics of partially overlapping point clouds. In
this article, we first propose the concept of point cloud co-segmentation, which is to segment the
overlapping region of two partially overlapping point clouds, and develop a deep learning method to
solve this problem.

The co-segmentation of overlapping region can be regarded as a pre-processing in point cloud
processing, which can reduce the difficulty of downstream tasks. For example, it is easier to register
two completely overlapping point clouds than to register two partially overlapping point clouds,
and the accuracy and robustness of 3D point cloud registration increase as the overlapping ratio
increases. Therefore, if we segment out the overlapping region of the two point clouds to be registered,
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the registration accuracy and robustness would be further improved. By using co-segmentation of
overlapping region, difficult point cloud processing problems would be decomposed into two relatively
easy-to-solve sub-problems, so as to be better solved.

The concept of co-segmentation has been proposed in 2D image processing, and there are a lot of
research and applications on this topic[8, 9, 10]. In 2D image processing, co-segmentation aims to
segment common foreground or similar objects. However, because of the difference of data structure
between 2D images and 3D point clouds, the methods for 2D image co-segmentation cannot be
directly extended to be used on point clouds. At the same time, there are many studies on point cloud
segmentation, such as[11, 12, 13], but they all focus on the segmentation of a single point cloud.
There is one latest study solving the segmentation problem of multiple point clouds[14], but it deals
with part segmentation of similar objects instead of segmenting overlapping region. To the best of our
knowledge, there is no research about overlapping region co-segmentation for partially overlapping
point clouds.

In this paper, we propose a 3D Point cloud Overlapping region Co-Segmentation Network (POCS-
Net), which is composed of a local feature extractor, a co-attention module and a segmentation
module. The local feature extractor extracts rotation-invariant local features for each point. The
co-attention module takes the local features of each point as input, and integrates the local features of
the two point clouds by using co-attention mechanism to obtain the co-attention enhanced features.
This module makes the network pay more attention to overlapping region and produces features that
better distinguish overlapping and non-overlapping regions. In the segmentation module, we use
fully connected network to predict the probability that each point belongs to the overlapping region.
POCS-Net is trained to maximizes the similarity of the local features of the overlapping region and
encourage producing a larger overlapping region. In addition, we adopt two strategies to prevent the
local point features from degeneration. First, we add a regulation term to the loss function to make
the features tend to distribute evenly on a sphere. Second, we make POCS-Net share the encoder
with a self-supervised task. Finally, we use the ModelNet40[15] and ShapeNet[16] datasets to to
construct a new dataset consisting of partially overlapping point clouds to evaluate the accuracy and
robustness of the point cloud co-segmentation network, and demonstrate if the co-segmentation of
overlapping region is beneficial for one downstream task, 3D point cloud registration. Evaluation is
also conducted on real datasets 3DMatch and ScanNet.

Contribution:

• We propose the concept of overlapping region co-segmentation in point cloud processing,
and develop an end-to-end network based on co-attention mechanism for this task.

• We propose a loss function based on metrics defined on overlapping region, which eliminates
the dependence on manually labeled data. This enables the network proposed in this paper
to be trained on a large amount of data. We explore a regulation term in the loss function
and simultaneously train POCS-Net with a self-supervised learning network to prevent the
features utlized in POSC-Net from degeneration.

• We evaluate the performance of POCS-Net on partially overlapping point clouds constructed
from four representative point cloud data sets and demonstrate its effectiveness in improving
the downstream task of 3D point cloud registration.

2 Related work

2.1 Image Co-Segmentation

Image co-segmentation is a task of segmenting the common objects from a set of images. The
conventional co-segmentation methods are difficult to segment objects with large variability in terms
of scale, appearance, pose, viewpoint and background[17]. Thanks to the development of deep
learning, co-segmentation methods based on deep neural network have been widely studied and have
achieved better results than traditional methods. Li et al.[18]proposed co-segmentation method based
on shared weight encoder-decoder network and mutual correlation layer. Banerjee et al.[8] proposed
using a metric learning network to find the optimal feature space which minimizes the distance
between features extracted among similar objects. Zhang et al.[9] used a multi-scale convolution
network to deal with objects in different resolution and fuse the features among different images in
spatial and semantic level to perform co-segmentation. Co-attention mechanism has been widely
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Figure 1: The architecture of the proposed end-to-end network for 3D Point Cloud overlapping region
Co-Segmentation, POCS-Net.

applied in visual question answering[19, 20, 21] and hashtag recommendation field[22, 23]. Recently,
co-attention has also been introduced into computer vision field. Lu et al.[10] proposed a collaborative
attention Siamese network to segment common objects from a video. Even though many image
co-segmentation methods have been developed, these methods cannot be directly applied in 3D point
clouds because of the essential difference in data structure between 2D images and 3D point clouds.

2.2 Deep Learning Point Cloud Segmentation

The research of point cloud segmentation based on deep learning can be divided into three categories:
multiview-based methods, voxel-based methods, and PointNet-like methods. The multiview-based
methods can be seen as an extension of image segmentation[13, 24, 25]. They use multi-view
projections to represent 3D point clouds and use 2D CNN to segment the multi-view projections.
Finally, the 3D segmentation result is recovered from the 2D CNN segmentation results, such as
SnapNet[26]. Although the multiview approach can solve the problem of irregular point cloud data
structure, it causes loss of geometric structure. At the same time, it is difficult to choose suitable views
to cover the entire complex scene. Therefore, multiview-based methods are now rarely used for point
cloud segmentation. Since point clouds are not in a regular format, many researchers transform such
data to regular 3D voxel grids before feeding them to a 3D convolution network, such as SegCloud[12].
The limitations of these methods are also obvious. Voxelization causes the loss of local details and
high memory costs. Researches in this category mainly focus on efficiency issues, such as OctNet[26],
sparse 3D convolution[27], etc. The PointNet-like methods are the most popular apporach in point
cloud segmentation, and these methods originate from the seminal work of PointNet[28], which
uses MLP to directly process point cloud data. PointNet utilizes the local and global features
obtained by MLP to segment the point cloud, but it cannot capture the local geometric structure
very well and doesn’t have the property of rotation and translation invariance. A series of following
researches have been done to achieve better point cloud segmentaiton, such as PointNet++[11],
DGCNN[29], etc. Although there are many researches on 3D point cloud segmentation, they
only focus on the segmentation of a single point cloud. A recent study AdaCoSeg[14] solves the
problem of simultaneous segmentation of multiple point clouds, but it focuses on the point cloud part
segmentation of similar objects, and it is not suitable for the overlapping region co-segmentation
problem.

3 Methodology

The architecture of the proposed POCS-Net is shown in Fig.1. The network is composed of shared
local feature extractor, co-attention module and shared segmentation network. Two partially over-
lapping point clouds are input to the network at the same time. The local feature extractor extracts
features for each point in the two point clouds separately, and then the collaborative attention module
enhances the features of each point by fusing both the information from neighboring points in the
same point cloud and the information of the points from the other point cloud. Finally, the segmen-
tation network process each point cloud and output the overlapping region. The outputs of local
features Fa,Fb are used to calculate the loss.
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3.1 Local Feature Extractor

We build two local feature extractor networks with shared parameters to extract local feature of each
point in point cloud Pa ∈ RM×3 and Pb ∈ RN×3, where M and N represent the number of points in
each point cloud. The network uses the DGCNN structure, and extracts the local features of each
point layer by layer from the M/Nx3 input through three EdgeConv layers. In each EdgeConv layer,
each point its K-nearest neighbors are grouped to form a directed graph, and then the feature of
each edge in the local directed graph is extracted through a fully connected network with shared
parameters. Finally, the edge features are convolved with the corresponding vertex features to obtain
the local features. In order to enable the extracted features to be invariant to rotation and translation,
we replace the original vertex feature of local coordinate with the following PPF features[30]:

PPF (xc,xi) =
(
∠ (nc,∆xc,i) ,∠ (ni,∆xc,i) ,∠ (nc,ni) , ‖∆xc,i‖2

)
, (1)

∆xc,i = xi − xc (2)

Where nc and ni are the normal of the central point xc and point xi, ∆xc,i denotes the neighboring
points translated into a local frame by subtracting away the coordinates of the centroid point. After
the local features are extracted from multiple cascade EdgeConv layers, the features are embedded
into 1024 dimensions through MLP with shared parameters. The output of local feature extractor are
Va and Vb of size M-by-1024 and N-by-1024, respectively.

3.2 Co-Attention Module

Attention mechanism has been used in the co-segmentation of 2D images and fairly good results
have been achieved [10]. Studies in both the NLP [31]and the 2D co-segmentation [10] field indicate
that attention is able to establish reasonable correlation between two objects. As shown in Fig.1, we
obtain the local feature Va and Vb through the local feature extractor. However, our task is to segment
the overlapping region of the two point clouds. Therefore, we need to learn the correlation between
the local features of the two point clouds, which is achieved by using co-attention mechanism. First,
we calculate the similarity matrix S ∈ RN×M between Va and Vb:

S = Vb W Va
T (3)

whereW is a weight matrix that can be learned. After obtaining the similarity matrix S , we normalize
S row-wise and column-wise with a softmax function:

Sc = softmax(S), Sr = softmax(ST ) (4)

where softmax(·) normalizes each column of the input. Therefore, the co-attention feature Aa of
Pa can be calculated by the following formula:

Aa = VbS
c =

[
A1

a, A
2
a, A

3
a, . . . , A

i
a, . . . A

M
a

]
(5)

Ai
a = Vb ⊗ Sc(i) =

N∑
j=1

V j
b S

c
ij (6)

Za = Aa ⊕ Va (7)

where Ai
a represents the feature of the i-th point. ⊗ denotes the matrix multiplying vector. Sc(i)

is the i-th column of Sc and reflects the correlation between i-th feature of Vb and Va.
⊕

denotes
the concatenation operation. Za denotes co-attention enhanced feature. Similarly, we compute
co-attention enhanced feature for Vb as: Zb = Ab

⊕
Vb, where Ab = VaS

r.

3.3 Segmentation Module

After fusing the information from Pa and Pb through co-attention module and get Za, Zb, two
segmentation networks with shared parameters are applied to segment the overlapping regions in
Pa and Pb, respectively. We treat the point cloud segmentation as a per-point classification problem
and the segmentation network is composed of MLP with shared parameters. The network input is
point features of M/N-by-1024 and the output is a per-point classification result of M/N-by-2, which
represents the probability that each point belongs to the overlapping and non-overlapping region.
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3.4 Loss Function

First, we propose a loss function to minimize the difference between the segmented overlapping
regions in two point clouds. The extracted point local features are multiplied with the corresponding
probability predicted by the segmentation network to obtain weighted point local features, which are
then embedded and pooled to generate the overlapping region features Fa, Fb through a shared MLP
and max pooling. The distance between Fa and Fb is used as the first term of our loss function in
Eq.8. The second term in Eq.8 is used to encourage the network to output larger overlapping region:

Loss = dist (Fa, Fb)− α ·

 M∑
i

ŷai +

N∑
j

ŷbj

 (8)

where dist(·, ·) represent the distance function in feature space and α is the weight of second term,
ŷai and ŷbj represent the probability of belonging to the overlapping region.

However, simply training the network with the loss in Eq.8 may drive the network to degenerate to
output the same feature for all points, which can trivially minimize the loss. To avoid the degeneration,
we propose the following two strategies:

Feature distribution restriction : Adding a new regulation term to maximize the distance between
point features as in [32]. When keeping all features on a hypersphere, this loss will make them tend
to distribute evenly on the sphere instead of clustering at one point

Lreg = −

 M∑
i

M∑
j,j 6=i

V T
aiVaj +

N∑
i

N∑
j,j 6=i

V T
bi Vbj

 (9)

Self−supervised task : Constructing a reconstruction network and making the reconstruction
network share the same feature extractor with our co-segmentation network. The reconstruction
network is used to reconstruct Pa and Pb from Va and Vb so as to prevent the feature extractor from
degeneration.

4 Experimental Protocol

4.1 Partially Overlapping Point Cloud Dataset

We evaluated the proposed POCS-Net on both synthetic data and real data. For the synthetic data,
we will build a co-segmentation dataset named PointCS, which contains partially overlapping point
clouds. PointCS will be built from ModelNet40 and ShapeNet, which are two widely used 3D point
cloud data sets. ModelNet40 contains clean 3D models of 40 categories, and ShapeNet contains
3D models of 55 categories collected from online repositories. First, we will sample 1024 points
on the 3D models’ surface as[6]. Then we will transform the point clouds by sampling three Eular
angle rotations in the range [−180◦, 180◦] and translations in the range [−0.05, 0.05] on each axis to
obtain a series of full point cloud. For a full point cloud, a random plane is used to cut it into two
parts and the bigger one is retained as a partial point cloud. The cutting plane can be shifted such
that a certain percentage of points are retained. Then for each full point cloud, a series of partial
point clouds are generated and they are used as partially overlapping points for training and testing.
In this way, the overlapping region of each pair of partial point clouds are known without manual
labelling, and the overlapping ratio can also be calculated. For the real data, we choose the publicly
available benchmark datasets 3DMatch and ScanNet. The overlapping region of a pair of point clouds
in 3DMatch and ScanNet are obtained according to the relative pose between point clouds provided
in the datasets. There are official splits of training and test sets in all four datasets.

4.2 Performance of POCS-Net on Point Cloud Co-Segmentation

The following three types of experiments will be conducted to evaluate the performance of POCS-Net
on point cloud co-segmentation. Firstly, we will evaluate the accuracy of POCS-Net segmentation
under different minimal overlapping ratios. We will build four datasets with different minimal
overlapping ratios of 20%, 40%, 60% and 80%. A minimal overlapping ratio of 20% means that the
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overlapping ratio of all the point cloud pairs to be co-segmented belongs to a uniform distribution
in the range of [20%, 100%]. Each point will be added a Gaussian with a mean of 0 and a standard
deviation of 0.01. e will use 80% training data to train POCS-Net and use the rest 20% training data
for validation. The co-segmentation performance will be evaluated according to the IoU between the
network segmentation and the ground truth on the test set. Secondly, we will evaluate the accuracy of
POCS-Net segmentation under different noise level. We will build four datasets with 40% minimal
overlapping ratio but with four different noise variances of 0.005, 0.01, 0.03 and 0.05. The training
and evaluating protocol will be same as above. Lastly, we will evaluate the accuracy of POCS-Net
segmentation in unseen objects. We will build co-segmentation dataset based on ModelNet40 and
select the first 20 categories objects to train POCS-Net and use the last 20 categories to test POCS-Net.
The minimal overlapped ratio of the dataset will be set to 40% and the noise will be set to Gaussian
with a mean of 0 and a variance of 0.01.

4.3 The Effectiveness of POCS-Net for Point Could Registration

We will evaluate the impact of using POCS-Net as a pre-processing procedure on existing registration
methods. We choose two representative traditional registration methods ICP[33] and FRG[34], and
two deep learning based registration methods DCP[2] and RPM-Net[3] as the registration framework.
In the two deep learning based methods, DCP doesn’t consider the partially overlapping problem, and
RPM-Net propose a solution to deal with the partially overlapping problem. We tested four different
minimal overlapping ratio of the point clouds, 20%, 40%, 60% and 80%. The noise will be set to as
Gaussian with a mean of 0 and a variance of 0.01. We will use 80% data to train the network and use
the rest of 20% data for testing The overall workflow is to first co-segment the overlapping region
from the two point clouds to be registered and then used each algorithm to register the overlapping
regions. We will analyze if registering only the overlapping region can improve the accuracy and
robustness of 3D point cloud registration.
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