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Abstract

Video generation is a challenging research topic which has been tackled by a vari-
ety of methods including Generative Adversarial Networks (GANs), Variational
Autoencoders (VAE), optical flow and autoregressive models. However, most of
the existing works model the task as image manipulation and learn pixel-level
transforms. In contrast, we propose a latent vector manipulation approach using
sequential models, particularly the Generative Pre-trained Transformer (GPT).
Further, we propose a novel Attention-based Discretized Autoencoder (ADAE)
which learns a finite-sized codebook that serves as a basis for latent space represen-
tations of frames, to be modelled by the sequential model. To tackle the reduced
resolution or the diversity bottleneck caused by the finite codebook, we propose
attention-based soft-alignment instead of a hard distance-based choice for sampling
the latent vectors. We also intend to extensively evaluate the proposed approach
on the BAIR Robot Pushing, Sky Time-lapse and Dinosaur Game datasets and
compare with state-of-the-art (SOTA) approaches.

1 Introduction

Machine Learning (ML) paradigms and model architectures are designed and optimized, keeping
in mind the task that is intended to be solved or tackled [3, 27]. This, in turn introduces passive yet
influential notions for domain-specific conventions and methodologies for modelling ML systems.
While some notions like the direct dependence of a model’s performance and the amount of relevant
training data [3, 46] hold true for most cases, other factors like model architectures and evaluation
metrics differ drastically across tasks. A prime example of this is the stark difference between models
that deal with images and those that deal with temporal data like speech and text. We propose an
attempt to harness the best of both worlds for video generation tasks.

Generating videos from initial frame(s), on the face of it, seems to be an image manipulation task
which could be tackled satisfactorily using models based on or employing generative paradigms,
mainly Generative Adversarial Networks (GANs) [56, 17, 8, 28]. Such techniques usually focus on
learning pixel-level transforms [25, 34, 52, 56] and try to generate succeeding frames using learnable
motion or pixel flow characteristics [33, 35]. However, an alternative stance could be to formulate
video generation as a sequence modelling task [32, 9, 18] on a finite set of latent vectors. The
recent advancements in Natural Language Processing (NLP) [5, 13, 37, 38, 51] reflect the success of
sequence modelling on latent space representations of language tokens.

Most of the current literature on video generation use the former approach. However, we choose the
latter as our initial stance to leverage the advancements in sequential modelling. Further, most video
generation approaches use pixel-level predictions and model and generate images as a series of pixels

Pre-registration workshop NeurIPS (2020), Vancouver, Canada.



[49, 7]. We focus on latent vector manipulation using sequential models, namely the Generative
Pre-trained Transformer (GPT) [5, 37, 38]. Sequence models perform well at learning the plausible
neighbours or successors of a given set of language tokens. We propose to extend the idea such that
the model learns to predict the latent space representation of a frame, by conditioning over a set of
already available (predicted or provided) latent vectors of previous frames.

We propose a novel Attention-based Discretized Autoencoder (ADAE) which learns a discretized
finite set of vectors called the codebook. The codebook is then used to generate frame embeddings,
analogous to word embeddings [2, 31] in NLP. We use a discretized Autoencoder (AE) to ensure
a finite latent basis size, analogous to vocabularies in NLP. We intend to validate our approach on
the BAIR Robot Pushing [14], Sky Time-lapse [55] and Dinosaur Game datasets and compare the
performance with state-of-the-art (SOTA) approaches.

The main contributions of our work are:
1. A novel ADAE to represent an entire frame as an encoded vector referred to as a frame embedding.
2. Utilizing the sequential modelling prowess of the GPT to sequentially model frame embeddings.

2 Related work

2.1 Video generation

Videos can be generated from text, initial frames, complete videos and even pixel transformations on
existing frames [25, 52, 34, 6, 15]. Video generation started off as a deterministic modelling task and
later shifted towards approaches involving GANs [16, 56, 17, 29, 53, 43, 47, 1, 42, 8, 28], Variational
Autoencoders (VAEs) [10, 17, 50, 41, 12, 11, 24, 21], optical flow[33, 35] and autoregressive
models[40, 45, 44, 23, 54, 20]. Using only VAEs does not provide the best of results, and using
GANs usually makes the models computationally expensive and difficult to train.

The current state of the art approaches like TRIVD-GAN-FP [28] and autoregressive models like
PixelSnail [7, 49] deliver great quality frames but come at a heavy price of training and deployment
overheads and do not seem to perform well on resolutions beyond 64× 64 pixels. A similar issue
arises with the attention and subscaling-based Video Transformer [54, 30].

The latest work, Latent Video Transformer [39] generates videos by generating latent space represen-
tations of frames, by coupling a Vector Quantized Variational Autoencoder (VQ-VAE) [50] and an
entire Transformer [51]. We use only the decoder blocks of the transformer, stacked on top of each
other to form a GPT-based sequential model along with our ADAE. The choice of decoder blocks
of the Transformer, over the encoder blocks, is due to the presence of masked self-attention which
forces the model to condition on the previously available (provided or generated) frame embeddings.
While masking off random samples (BERT-based paradigm [13]) may enrich the robustness of the
generated embeddings, we prefer the GPT-based approach to learn sequential modelling.

2.2 Latent space representation

The robustness and effectiveness of most NLP models depend heavily on the robustness and contextual
capacity of the token embeddings used [2]. Word embeddings are the most commonly used latent
space or embedded representations of tokens. The GPT and BERT-based approaches are prime
examples of successful NLP models banking on robust embeddings. Other approaches like ELMo
[36], further decompose words into characters and hence do not need to worry about a fixed vocabulary
space as opposed to models like GPT and BERT which use a fixed size embedding space and outliers
are usually assigned a special token, resulting in a single referencing index for each token.

Latent space representations for images are usually continuous d-dimensional vector spaces (d is the
bottleneck or encoding dimension) and are learned using autoencoder-based models. The VQ-VAE
[50] and VQ-VAE-2 [41] models, learn a discretized, finite subset of the d-dimensional latent space
called the codebook, the size of which is fixed a priori. However, the discrete vectors in the codebook,
contain mainly positional information about the latent space representation of an image.

We propose a novel Attention-based Discretized Autoencoder (ADAE) that discretizes the continuous
latent space Rd into a finite codebook. However, unlike the VQ-VAE models [50, 41], the codebook
in our model forms a basis that is used to encode an entire frame into a single vector using an
attention-based soft-aligned linear combination [51, 4] of the codebook vectors.
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3 Approach

3.1 Attention-based discretized autoencoder

In typical reconstruction AEs, the encoder E(.; θ) learns to map an input x ∈ RH×W×C to a vector
belonging to a continuous latent space Rd, i.e. E(x; θ) = z ∈ Rd where d is the bottleneck dimension.
The decoder jointly learns a mapping from z ∈ Rd to D(z;φ) = x′ ∈ RH×W×C . The loss criterion
is simply the Mean Squared Error (MSE) loss between the output of the decoder and the input.

L(x,x′; θ, φ) = ||x− x′||
2

2
(1)

Such AEs can not be directly paired with language models due to the latter’s requirement of finite
vocabulary sizes. We discretize the latent space of the AE into a finite set ξ = {ei} ∀ i ∈ [1, N ],
forming a codebook of N vectors with each vector ei ∈ Rd. The latent vector z is now a linear
combination of the codebook vectors.

z =
∑
i∈I

aiei (2)

Where, I is the set of top-k indices, ranked in decreasing order of normalized attention scores
ai = A(E(x; θ), ei) as per the attention metric A(., .). This introduces a soft-alignment metric as
opposed to a choice based on strict minimal distance. If we replace the linear combination by

z = ej such that ||E(x; θ)− ej ||
2

2
< ||E(x; θ)− ei||

2

2
∀ i ∈ [1, N ]− {j} (3)

then similar inputs may produce identical outputs leading to a diversity bottleneck. We tackle this by
introducing an attention-based soft-alignment [4, 51]. We formulate our loss function as

L(y, ŷ; θ, φ, ei) = ||y − ŷ||
2

2
+ ||sg[E(x; θ)]− ei||

2

2
+ β||E(x; θ)− sg[ei]||

2

2
∀ i ∈ I (4)

The loss function is similar to that proposed in [41] and the first term is simply the MSE loss
between the label and decoded output. The stop-gradient operation is denoted by sg[.] and β is a
hyperparameter which incorporates the relative reluctance of changing the codebook corresponding
to the encoder’s output.

The fundamental difference between our Attention-based Discretized Autoencoder (ADAE) (shown
in Fig. 1a) and the VQ-VAE [50, 41] models, is that the latter focuses on learning a grid-like latent
space representation for an input, with the latent vectors being sampled from a discrete codebook and
the reconstruction is done pixel by pixel. Our model on the other hand, learns to encode an entire
frame as a linear combination of discrete vectors from a learnable codebook. The reconstruction is
not autoregressive (as opposed to [50, 41]) and the decoder learns to model the distribution p(x | z).

(a) (b)

Figure 1: (a) A block diagram of our ADAE model. The attention metric A(., .) calculates attention
scores between with the encoder’s output and codebook vectors. The normalized scores are used
as coefficients of the corresponding codebook vectors to get the frame embedding (z). The frame
embedding is then passed to the decoder for reconstruction. (b) A block diagram of our approach.
The GPT is given t frame embeddings (z{1,2,...t}) and it predicts t probability distributions, each
corresponding to the model’s prediction for the succeeding frame embedding, for each frame in the
input set. Note: In both the figures, we have shown only 1 RGB frame, with top-k filtering disabled.

3



3.2 Generative pre-trained transformer

A GPT [37, 38, 5] is a large, generative, attention-based sequential model, based on the Transformer
model [51]. However, the model utilizes only the decoder blocks of the Transformer model and
employs masked self-attention to learn sequential generation of tokens.

We propose to interpose a GPT-based model between the encoder and decoder parts of our proposed
ADAE (as shown in Fig. 1b) to learn sequential modelling over the latent vectors. The output of such
models is usually a probability distribution vector of length equal to the number of elements in the
vocabulary. The indices of top-k probability scores from this output distribution are used to form
the set I . This set contains indices of the attention scores to be used as coefficients of the codebook
vectors to form a linear combination as per Eq 2. The result of this linear combination is then passed
to the ADAE’s decoder for reconstruction.

4 Experiments

4.1 Datasets

• BAIR Robot Pushing Dataset: This dataset [14] contains about 59,000 videos (≈ 1.5
million video frames) of robots interacting with objects mainly via pushing motions. It
is divided into a training set (57,000 videos), an unseen test set and a seen test set (1,250
videos each).
• Sky Time-lapse Dataset: This dataset [55] contains about 38,000 videos of 32 frames each.

The videos are time lapse shots of the sky with clouds and stars moving across the frames
and are sourced mainly from YouTube.

• Dinosaur Game Dataset We have curated over 5 hours of video, containing clips of Google
Chrome’s "Dinosaur Game". The frames can be binarized into black and white frames,
hence providing us with a comfortably learnable dataset to test prototypes.

We resize all the frames to 64× 64× 3 pixels for a fair comparison with previous works, although we
shall further experiment using higher resolutions to evaluate the scalability. Further, we introduce a
downsampling parameter md to downsample or skip frames from videos, in cases where consecutive
frames are too similar. This helps ensure that the model does not end up learning an approximate
identity map for some cases.

4.2 Teacher forcing

Teacher forcing ratio (rtf ) is the probability of using the ground truth as an input to a sequential
model, instead of its own prediction at a given time stamp. Usually, it is set to 1 while training and 0
while testing. However, we set it to 1 for a few initial frames (up to one fourth of video length) and
then set it as a hyperparameter which determines the trade-off between ease of convergence while
training and robustness while sampling.

4.3 Model architectures

Attention-based Discretized Autoencoder: We propose an ADAE which discretizes the continuous
latent space Rd into a fixed size codebook. This makes it almost intuitive to use its codebook as a
basis for the vocabulary or embedding space of a language model, like the GPT employed by us.

We intend to implement broadly two classes of autoencoder architectures as a part of our ablation
study. The encoders are based on the architectures employed in VQ-VAE [50, 41] and ResNet [19]
along with their respective symmetrical (mirror image) inversions as the decoder networks.

Further we propose varying the codebook size N , from about 1,000 to 65,000 (in steps of ≈ 8,000)
and encoding/bottleneck dimension d, from around 200 to more than 2,000 (in steps of ≈ 250). We
intend to compare amongst and choose from a few attention metrics, namely, dot product attention
[4], energy based attention and query-key-value-based attention [51] and shall be tuning the value of
k for choosing the top-k attention scores, for each metric.

Generative Pre-trained Transformer: The GPT model forms the sequential kernel of our model
and is interposed between the encoder and the decoder of our ADAE. It takes in attended frame
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embeddings (z1, z2, . . . zt−1 ∈ Rd) and outputs the attention scores to be used as coefficients for the
linear combinations of the codebook vectors, to get the next frame embedding (zt ∈ Rd) as per Eq 2.

We shall vary the depth of the model from about 10 to 40 stacked, modified Transformer [51] decoder
blocks, similar to the architectures followed in [37, 38]. Further, we will be using learnable positional
embeddings as opposed to sinusoidal ones used in [51].

4.4 Training and evaluation metrics

As a part of our ablation experiments, we shall train our ADAE and GPT models jointly as well
as separately. When training separately, we shall train the ADAE as a reconstruction autoencoder
(x = y) first and then fine-tune it while training the GPT model. While training jointly, we would
train both the networks from scratch. However, while training jointly, the labels would be the
succeeding frame as opposed to the same frame in the disjoint training case.

Finally, we intend to evaluate our model on BAIR Robot Pushing and Sky Time-lapse datasets and
compare it with other models as shown in Tables 1 and 2.

Table 1: Frechet Video Distance (FVD) [48] scores of various models, referred from [39]

Method FVD (↓)
SVP-FP[12] 315.5
CDNA[14] 296.5
LVT[39] 125.8 ± 2.9
SV2P[12] 262.5
SAVP[24] 116.4
DVD-GAN-FP[8] 109.8
TriVD-GAN-FP[28] 103.3
Video Transformer[54] 94 ± 2
Ours -

Table 2: Peak Signal to Noise Ratio (PSNR), Strucutral Similarity Index (SSIM) [58] and Flow Mean
Squared Error (FlowMSE) [26] scores of various models, referred from [57]

Method PSNR (↑) SSIM (↑) FlowMSE (↓)
MoCoGAN[47] 23.867 0.849 1.365
MDGAN[22] 23.042 0.822 1.406
DTVNet[57] 29.917 0.916 1.275
Ours - - -

5 Discussions and conclusion

We consider potential issues that could arise in the proposed approach. One of them could be mode-
collapse where our model generates sequences of almost indistinguishable (as per human standards)
frames. In such a case, we would increase the downsampling rate in order to ensure enough diversity
between consecutive frames. On the other hand, if our model is unable to converge, then we may
consider reducing the downsampling rate in an attempt to make variations more subtle.

Another plausible issue could be unwanted blurry regions or artifacts appearing after reconstruction,
owing to the fact that the latent space representation focuses more on the entire frame rather than local
groups of pixels. We could tackle this by dividing frames into grids and learning multiple codebooks.

In this work, we propose a latent vector manipulation approach to video generation. Specifically, we
introduce a novel Attention-based Discretized Autoencoder (ADAE) to learn a finite set of vectors.
This set acts as the basis for the frame embeddings, which are sequentially modelled using a GPT.
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